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RESUMO

Este artigo teve como objetivo analisar criticamente os impactos da inteligéncia artificial na pratica
docente contemporanea, com foco na mediagdo pedagodgica, nas responsabilidades €ticas e nos riscos
sistémicos decorrentes da desigualdade digital e da governanca de dados. A tematica abordou a
inser¢do de tecnologias baseadas em inteligéncia artificial no contexto educacional e seus
desdobramentos sobre a a¢ao docente, a equidade no acesso ¢ o controle informacional. Tratou-se de
uma pesquisa de natureza bibliografica, fundamentada em autores nacionais e internacionais, cujas
obras foram selecionadas conforme critérios de atualidade, relevancia tematica e rigor tedrico. Os
dados foram obtidos por meio de andlise interpretativa de textos publicados entre 2020 e 2025, com
apoio da base de dados Peridodicos CAPES. Constatou-se que a presenca da inteligéncia artificial nos
ambientes escolares exige a manutencdo da centralidade docente, a existéncia de regulamentagdes
institucionais claras e a critica permanente aos limites impostos pela ldgica algoritmica. Além disso,
observou-se que a auséncia de infraestrutura adequada e de politicas publicas direcionadas pode
acentuar desigualdades educacionais, comprometendo o direito a aprendizagem e a seguranca dos
dados. A analise evidenciou que a tecnologia, por si s, ndo garante melhorias educacionais e que sua
apropriacdo exige reflexdo ética, acdo pedagdgica qualificada e compromisso institucional com a
justica educacional.

Palavras-chave: Automacao. Regulacdo. Exclusdo. Vigilancia. Sensibilidade.

ABSTRACT

This article aimed to critically analyze the impacts of artificial intelligence on contemporary teaching
practices, focusing on pedagogical mediation, ethical responsibilities, and systemic risks arising from
digital inequality and data governance. The topic addressed the integration of artificial intelligence-
based technologies in the educational context and their implications for teaching activity, equity in
access, and information control. It was a bibliographic research based on national and international
authors, whose works were selected according to criteria of timeliness, thematic relevance, and
theoretical rigor. Data were obtained through interpretative analysis of texts published between 2020
and 2025, using the CAPES Journals database. It was found that the presence of artificial intelligence
in school environments requires the maintenance of teacher centrality, the existence of clear
institutional regulations, and ongoing critique of the limitations imposed by algorithmic logic.
Furthermore, the lack of adequate infrastructure and targeted public policies may deepen educational
inequalities, undermining the right to learning and data security. The analysis showed that technology
alone does not ensure educational improvement and that its adoption demands ethical reflection,
qualified pedagogical action, and institutional commitment to educational justice.

Keywords: Automation. Regulation. Exclusion. Surveillance. Sensitivity.
RESUMEN

Este articulo tuvo como objetivo analizar criticamente los impactos de la inteligencia artificial en la
practica docente contemporanea, centrandose en la mediacion pedagogica, las responsabilidades éticas
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y los riesgos sistémicos derivados de la desigualdad digital y la gobernanza de datos. El tema abordo
la insercion de tecnologias basadas en inteligencia artificial en el contexto educativo y sus
implicaciones para la practica docente, la equidad en el acceso y el control de la informacién. Se trato
de una investigacion bibliografica, basada en autores nacionales e internacionales, cuyos trabajos
fueron seleccionados segun criterios de actualidad, relevancia tematica y rigor teorico. Los datos se
obtuvieron mediante el anlisis interpretativo de textos publicados entre 2020 y 2025, con el apoyo de
la base de datos de Revistas CAPES. Se constatd que la presencia de la inteligencia artificial en los
entornos escolares requiere mantener la centralidad del profesorado, la existencia de regulaciones
institucionales claras y una critica permanente de los limites impuestos por la logica algoritmica.
Ademas, se observo que la ausencia de infraestructura adecuada y politicas publicas especificas puede
exacerbar las desigualdades educativas, comprometiendo el derecho al aprendizaje y la seguridad de
los datos. El analisis mostro que la tecnologia, por si sola, no garantiza mejoras educativas y que su
apropiacion requiere reflexion ética, accion pedagogica calificada y compromiso institucional con la
justicia educativa.

Palabras clave: Automatizacion. Regulacion. Exclusion. Vigilancia. Sensibilidad.
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A incorporagdo de tecnologias digitais no campo educacional intensificou-se de forma

1 INTRODUCAO

significativa nas ultimas décadas, especialmente com o desenvolvimento de sistemas baseados em
inteligéncia artificial (IA). Essa transformagao tecnologica passou a reconfigurar praticas pedagogicas,
dinamicas de aprendizagem e formas de organizagdo curricular, produzindo impactos ainda em
processo de avaliagdo critica. No interior desse cenario, a [A ndo apenas introduziu novos instrumentos
didaticos, como também reposicionou o papel do professor, desafiando concepgdes tradicionais de
ensino e exigindo a revisao dos principios que orientam a acdo docente. A amplitude e a complexidade
desses efeitos demandaram investigagdoes que superassem abordagens tecnicistas e se concentrassem
nos desdobramentos pedagogicos, éticos e sociais da adogdo dessas tecnologias no cotidiano escolar.

A escolha pelo tema justificou-se pela urgéncia em compreender os efeitos da IA na educagio
de forma critica, considerando ndo apenas suas funcionalidades operacionais, mas, sobretudo, suas
implicagdes para a mediagdo didatica, a responsabilidade ética da docéncia e os riscos associados a
desigualdade digital. Diante de um campo em transformagao, observou-se a tendéncia a naturalizagdo
da automagdo no ensino, muitas vezes desprovida de mediacdo pedagoégica qualificada ou de
regulamentacdo normativa. Além disso, a escassez de pesquisas que relacionem diretamente a
governanc¢a dos dados educacionais ao projeto pedagogico das instituicdes reforcou a relevancia do
estudo aqui proposto. Em suma, o trabalho partiu da necessidade de investigar os limites e
possibilidades da IA como ferramenta educacional a luz de principios de equidade, ética profissional
e justica social.

A partir dessa delimitacdo, estabeleceu-se como pergunta norteadora da pesquisa: ‘Como a
inteligéncia artificial, ao ser integrada ao contexto educacional, afeta a mediagdo docente, os critérios
éticos da pratica pedagdgica e os mecanismos de governanga digital?’. Essa questdo buscou
problematizar a premissa de que a tecnologia, por si s6, promoveria avangos pedagdgicos,
desconsiderando os condicionantes institucionais, as assimetrias estruturais ¢ a centralidade da agao
humana nos processos formativos.

Com base nisso, definiu-se como objetivo geral analisar criticamente os impactos da
inteligéncia artificial na pratica docente contemporanea, com foco na mediacdo pedagodgica, nas
responsabilidades éticas e nos riscos sistémicos decorrentes da desigualdade digital e da governanca
de dados. De modo articulado, foram propostos trés objetivos especificos: ‘examinar os limites da
automatizacao e a permanéncia da centralidade do professor nos processos educativos mediados por
IA’; ‘compreender os condicionantes institucionais e as exigéncias €ticas para o uso responsavel da [A
no ensino’; e ‘investigar os riscos vinculados a desigualdade digital e aos modelos atuais de coleta e

gestdao de dados educacionais’.
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A metodologia adotada consistiu em uma pesquisa de natureza bibliografica, com base na

analise de artigos cientificos recentes publicados entre 2020 e 2025. O levantamento teoérico foi
realizado na base de dados Periédicos CAPES, por meio da combinagdo de palavras-chave simples
como ‘inteligéncia artificial e educacdo’, ‘mediagdo docente’, ‘ética na IA educacional’, ‘desigualdade
digital’ e ‘governanca de dados’. Os critérios de inclusdo envolveram a pertinéncia tematica, a
atualidade e o rigor metodoldgico das publicagdes. A anélise dos textos foi orientada por uma leitura
interpretativa que permitiu articular os argumentos dos autores e responder aos objetivos tragados.

As ideias de Santana, Narciso e Santana (2025) orientaram o procedimento metodologico. A
escolha pelo enfoque qualitativo e teorico permitiu compreender as dinamicas implicadas na relagao
entre TA e educacgdo para além das funcionalidades técnicas, focalizando os aspectos pedagdgicos e
normativos que atravessam sua implementacao.

A estrutura do artigo estd organizada em trés topicos analiticos, cada um correspondente a um
eixo tematico fundamental. O primeiro, ‘A Inteligéncia Artificial como Mediagao Didatica: Limites da
Automatizagdo e Centralidade da Docéncia’, discute como a atuagdo docente permanece essencial na
filtragem, interpretacdo e contextualizacdo das informagdes geradas por sistemas inteligentes,
problematizando visdes que atribuem a IA uma funcdo autdbnoma no processo educativo. O segundo,
intitulado ‘Responsabilidade Etica na Integragdo da Inteligéncia Artificial ao Ensino: Condicionantes
Institucionais e Colaboragdo Docente’, examina as exigéncias €ticas e politicas que envolvem o uso
da IA, destacando a importancia da formacdo docente continua, da deliberacdo coletiva e da
regulamentacdo institucional. Por fim, o terceiro, ‘Desigualdade Digital e Governanga de Dados na
Educacdo: Riscos Sistémicos da Inteligéncia Artificial’, investiga os efeitos da insercdo da IA em
contextos educacionais marcados por desigualdade estrutural, além de discutir a vulnerabilidade dos
dados escolares e os desafios relacionados a transparéncia algoritmica.

Dessa forma, o artigo encontra-se dividido em trés topicos principais, organizados de modo a
construir uma progressdo argumentativa que parte da andlise da pratica docente e das exigéncias
pedagdgicas, passa pelos aspectos é€ticos e institucionais da implementagdao da 1A, e culmina na
discussdo dos impactos estruturais e politicos que atravessam a desigualdade digital e a gestao dos
dados educacionais. Cada se¢do articula os referenciais tedricos selecionados a fim de oferecer uma
leitura critica e fundamentada sobre os desafios contemporaneos da educa¢do mediada por tecnologias

inteligentes.

2 METODOLOGIA
A presente pesquisa caracterizou-se como um estudo de natureza bibliografica, fundamentado
em analise teorica de fontes académicas recentes que discutem a IA a educagdo contemporanea.

Segundo a tipologia metodologica proposta por Gil (2017), a pesquisa bibliografica consiste na
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exploracdo de material ja publicado, sobretudo artigos cientificos, com a finalidade de examinar e

interpretar contribuicdes existentes sobre um tema especifico. Nesse sentido, os procedimentos
adotados neste trabalho buscaram identificar, selecionar, sistematizar e interpretar producdes que
abordam a [A na educacgao sob trés eixos centrais: a mediagao didatica, a responsabilidade ética docente
e os riscos sistémicos vinculados a desigualdade digital e a governanca de dados.

As etapas da pesquisa foram organizadas de modo sequencial. Inicialmente, realizou-se o
levantamento do material tedrico por meio da combinagdo de palavras-chave simples, escritas em
portugués e inglés, conforme a tematica de cada eixo de investigacdo. As expressdes utilizadas
incluiram ‘inteligéncia artificial e educagdo’, ‘mediacdo docente’, ‘ética na IA educacional’,
‘governanga de dados’ e ‘desigualdade digital’. As combinacdes foram selecionadas com o intuito de
evitar termos excessivamente técnicos ou ambiguos, garantindo maior precisao nos resultados. A busca
foi conduzida na base de dados Periddicos CAPES, que retne milhares de publicacdes cientificas
nacionais e internacionais. Trata-se de uma plataforma mantida pela Coordenagdo de Aperfeigoamento
de Pessoal de Nivel Superior (CAPES), vinculada ao Ministério da Educagdo do Brasil, cujo objetivo
¢ disponibilizar acesso a contetidos qualificados para pesquisadores, docentes e estudantes da pds-
graduacao.

Na sele¢c@o do material, foram estabelecidos critérios de inclusdo e exclusdo que assegurassem
a atualidade e a relevancia dos textos. Foram considerados apenas artigos publicados entre 2020 e
2025, que abordassem diretamente a aplicagdo da IA no contexto educacional, com énfase na atuagao
docente, nos desafios éticos e nos efeitos sobre a equidade de acesso. Textos opinativos, sem respaldo
metodologico ou com carater meramente técnico-operacional, foram excluidos da andlise. A triagem
dos documentos considerou ainda a pertinéncia tematica, a credibilidade das revistas e a coeréncia
entre o conteudo e os objetivos da pesquisa.

Durante o desenvolvimento do artigo, as metodologias descritas pelos autores selecionados
foram mobilizadas ndo apenas como fonte de informag¢ao, mas como fundamento para o didlogo critico
entre as diferentes perspectivas tedricas. As contribuicdes de autores nacionais e estrangeiros
permitiram confrontar visdes complementares ou divergentes sobre o papel da IA no ensino, bem como
sistematizar argumentos a partir de contextos educacionais distintos. Como destacam Santana, Narciso
e Santana (2025, p. 18), “a revisdo de literatura ¢ fundamental para situar a pesquisa no estado atual
do conhecimento”, especialmente quando se trata de temas recentes e ainda em expansdo. Além disso,
a estrutura metodolédgica do estudo foi orientada pelo principio de rigor argumentativo, conforme
defendem os mesmos autores ao afirmarem que “o rigor metodologico permanece essencial, mesmo
diante das transformagdes impostas pelas novas tecnologias” (Santana; Narciso, Santana, 2025, p. 6).

Portanto, a metodologia adotada foi decisiva para o alcance dos objetivos propostos, pois

possibilitou a identificacdo das principais contribui¢cdes cientificas sobre o tema, a categorizacao
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analitica dos dados extraidos dos textos selecionados ¢ a articulagdo critica dos referenciais tedricos

no corpo do artigo. A revisdo bibliografica, conduzida com critérios claros de relevancia,
temporalidade e coeréncia tematica, forneceu os subsidios necessarios para refletir sobre os desafios,
limitagdes e possibilidades do uso da inteligéncia artificial na educagdo, conforme proposto na

introducao e reafirmado na se¢do de resultados e discussoes.

3 A INTELIGENCIA ARTIFICIAL COMO MEDIACAO DIDATICA: LIMITES DA
AUTOMATIZACAO E CENTRALIDADE DA DOCENCIA

A incorporacao da IA em contextos educativos tem sido progressivamente impulsionada por
promessas de personalizacdo do ensino, eficiéncia processual e acesso expandido a informagdo. No
entanto, a compreensdo da IA como recurso autdbnomo e substitutivo das praticas docentes tem sido
amplamente contestada na literatura contemporanea. Conforme observa Souza ef al. (2025), a IA,
quando integrada aos processos pedagogicos, ndo opera de forma autdbnoma, mas sim subordinada a
mediagdo do professor, que “confere intencionalidade ao uso das tecnologias, articulando os objetivos
de aprendizagem com as demandas dos estudantes e o contexto sociocultural em que estdo inseridos”
(Souza et al., 2025, p.5). Assim, a atuagdo docente configura-se como eixo estruturante da experiéncia
educativa mediada por tecnologias inteligentes.

Sob essa perspectiva, Li ef al. (2025) enfatizam que, embora sistemas de [A possam oferecer
recomendacdes personalizadas, sem a interven¢ado critica do professor, essas solugdes correm o risco
de interpretar inadequadamente as necessidades dos estudantes e, por consequéncia, comprometer a
qualidade da aprendizagem. Além disso, a automagao, quando ndo problematizada, tende a deslocar o
papel do educador para funcdes operacionais, reduzindo sua capacidade de interven¢do criativa e
pedagogica Li ef al. (2025). A centralidade da mediagdao docente, portanto, ndo se limita a aplicagdo
técnica de recursos, mas a capacidade de tomar decisdes epistémicas fundamentadas, contextualizando
algoritmos a realidade educacional.

Nesse sentido, Portilho et al. (2025) reforcam que a IA deve ser compreendida como
instrumento operacional dependente da agao humana, e ndo como entidade autonoma. Essa limitagao
técnica, segundo os autores, fortalece a importancia do professor como sujeito epistémico no processo
educativo, responsavel por filtrar, reorganizar e adaptar os contetidos sugeridos pelas maquinas. Em
termos didaticos, a fungdo do educador extrapola a l6gica da automatizagao, situando-se no campo da
interpretagdo critica, da escuta ativa e da construcao situada do conhecimento. Desse modo, a IA ndo
elimina a media¢do, mas impde novas formas de exercé-la.

Além disso, o uso pedagogico da IA carece de intencionalidade educativa clara. Souza et al.
(2025) advertem que a personalizagdo promovida por sistemas inteligentes s6 adquire sentido

pedagdgico quando submetida a decisdes conscientes do professor. A atuagdao docente, nesse caso, ¢
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indispensavel para interpretar os dados gerados pelas plataformas e transformé-los em intervencgdes

formativas que respeitem os percursos singulares dos estudantes. Em oposi¢do a uma logica
algoritmica centrada em padrdes estatisticos, a mediacdo humana resguarda a variabilidade das
trajetdrias escolares e os vinculos subjetivos com o saber.

A esse respeito, Li et al. (2025) complementam que a IA ndo ¢ uma ferramenta neutra, pois
reorganiza as interacdes pedagogicas ao privilegiar a logica da eficiéncia e da padronizagdo. Nesse
contexto, aspectos éticos e relacionais da docéncia tendem a ser marginalizados, especialmente em
institui¢des que adotam tecnologias sem critérios pedagdgicos consistentes. O risco reside em
converter o ensino em um processo de reprodugdo automatizada, perdendo-se a dimensao reflexiva e
o didlogo educativo. Por essa razdo, os autores sustentam que o professor deve manter autoridade
epistémica sobre as decisdes de ensino, mesmo diante das recomendacdes automatizadas.

Além disso, a literatura destaca o risco de enfraquecimento da autonomia docente diante da
padronizacdo induzida por algoritmos. Para Portilho et al. (2025), a dependéncia de sistemas
inteligentes pode reduzir o trabalho pedagoégico a uma mera execug¢do de planos estruturados por
modelos computacionais, gerando praticas homogéneas e descontextualizadas. Peixoto e Paiva, citados
pelos autores, afirmam que “o impacto da IA na autonomia docente também ¢ preocupante |...]
promovendo praticas padronizadas” Portilho ez al. (2025, p. 149). Essa constatagdo evidencia que a
tecnologia, ao invés de ampliar a acdo docente, pode restringi-la se desvinculada de formagao critica
e continuada.

Contudo, Portilho ef al. (2025) reconhecem que a IA pode contribuir para a inovagdo didatica,
desde que sua implementacdo esteja articulada a estratégias institucionais de desenvolvimento
profissional. A presenca de liderangas educacionais que promovem uma cultura reflexiva e
colaborativa ¢ apontada como fator determinante para que as ferramentas tecnologicas sejam
apropriadas pedagogicamente e ndo apenas operacionalizadas. Essa mediacdo institucional fortalece o
professor em sua funcdo pedagdgica e o afasta da ldgica da obsolescéncia técnica.

Por fim, deve-se considerar que a auséncia de intencionalidade pedagogica no uso da IA conduz
a processos fragmentados e desprovidos de sentido formativo. Souza et al. (2025) alertam que, sem
um projeto pedagogico que oriente o uso da IA, o resultado pode ser a implementacdo de praticas
descontextualizadas, incapazes de responder as necessidades reais dos estudantes. Assim, a IA, por
mais sofisticada que seja, carece de significado educacional sem a presenca ativa do educador.
Portanto, a centralidade da docéncia reside justamente na capacidade de conferir dire¢ao formativa aos
recursos disponiveis, preservando a complexidade da experiéncia educativa frente as promessas

simplificadoras da tecnologia.
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4 RESPONSABILIDADE ETICA NA INTEGRACAO DA INTELIGENCIA ARTIFICIAL AO
ENSINO: CONDICIONANTES INSTITUCIONAIS E COLABORACAO DOCENTE

A insercdo da IA no campo educacional impde desafios €ticos que extrapolam o dominio
técnico-operacional. Trata-se de um processo que requer, prioritariamente, a constituicao de condigdes
institucionais capazes de assegurar que o uso dessas tecnologias esteja subordinado a critérios
formativos e ndo apenas a interesses produtivistas. Souza et al. (2025, p.10) sdo categoricos ao afirmar

que,

[...] a responsabilizacdo do professor no uso de ferramentas inteligentes ndo pode ser
dissociada das condigdes institucionais que viabilizam sua atuagdo ética. E fundamental que
existam diretrizes claras, formac¢do continua e espacos de didlogo coletivo para que a
integrag@o da IA ndo se transforme em mais uma imposi¢éo tecnocratica.

Assim, o compromisso ético do docente esta vinculado ao respaldo estrutural que o sustenta,
sendo inadequado imputar-lhe, de forma isolada, o encargo de gerir complexidades derivadas da
automacao. Com efeito, Li ef al. (2025) convergem com essa perspectiva ao enfatizar que o uso ético
da IA depende tanto da formagdo dos professores quanto da atuagdo das instituicdes. Sem ambientes
institucionais que promovam formagao critica e continua, a responsabilizagdo individual tende a recair
de maneira desigual, obscurecendo as causas estruturais da precariedade ética. Nessa dire¢do, os
autores observam que os educadores enfrentam dificuldades para lidar com os dilemas introduzidos
por sistemas de decisdo automatizada, sobretudo quando nao dispdem de suporte institucional ou redes
colaborativas que os amparem. A auséncia de tais mecanismos compromete a capacidade do docente
de resistir a logica opaca dos algoritmos e de zelar por um projeto pedagogico fundamentado na
equidade e na justica educacional.

A auséncia de diretrizes legais que definam padrdes minimos de transparéncia e
responsabilidade no uso da inteligéncia artificial contribui para a fragilidade das praticas educativas
mediadas por tecnologias automatizadas. Tal como evidenciado por Portilho et al. (2025), a
manipulagdo indevida de dados e o uso predatorio de informagdes por empresas privadas representam
riscos concretos a integridade dos sujeitos escolares. Diante disso, a vulnerabilidade dos estudantes,
sobretudo no que diz respeito a exposi¢do de dados sensiveis, impde a docéncia a necessidade de
incorporar a governanga informacional como dimensdo constitutiva de sua responsabilidade ética.
Dessa forma, torna-se imperativo tratar a privacidade e a seguranca digital como elementos da
formacgao cidada, ultrapassando abordagens meramente técnicas ou operacionais.

Adicionalmente, Souza et al. (2025) destacam que, diante da auséncia de politicas publicas
regulatorias, a responsabilidade pela integracdo ética da IA recai de forma assimétrica sobre os
profissionais da educacao. Em contextos marcados pela desigualdade de infraestrutura e formagao, a

atuacao docente se vé€ tensionada por exigéncias incompativeis com suas condic¢des reais de trabalho.
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A lacuna normativa transfere ao individuo a incumbéncia de gerir dilemas que, na verdade, exigiriam

respostas institucionais e coletivas. Essa sobrecarga evidencia a necessidade de articulag@o entre os
diferentes niveis da gestdo educacional, de modo a estabelecer parametros compartilhados para o uso
da tecnologia em ambientes escolares.

Nao obstante, a literatura especializada aponta para a colaboragao entre pares como estratégia
de enfrentamento a esses impasses. Segundo Li et al. (2025), os espacos de troca entre docentes
permitem a construg¢do de normas coletivas de responsabilizacdo e o compartilhamento de praticas que
mitiguem os riscos do uso descontextualizado da IA. Ao favorecer o debate ético sobre as implicagdes
pedagogicas da tecnologia, tais interagdes ampliam a capacidade dos professores de tomar decisdes
fundamentadas e de resistir a imposi¢des tecnocraticas. Além disso, contribuem para a construgdo de
uma cultura institucional que reconhece o valor da agdo docente situada, critica e deliberativa.

Nessa mesma dire¢do, Souza et al. (2025) argumentam que ¢ por meio da colaboracdo entre
professores que se edifica uma cultura capaz de resguardar a fun¢do educativa das tecnologias. O
fortalecimento da autonomia pedagdgica passa, portanto, pelo estabelecimento de redes de apoio e
reflexdo coletiva que transformam a experiéncia individual em processo compartilhado. Esse
movimento sustenta-se na ideia de que a responsabilidade ética do professor ndo se limita a adesao a
protocolos, mas implica a constru¢do ativa de critérios de julgamento e a promog¢do de praticas
comprometidas com o respeito a singularidade dos estudantes e ao sentido formativo da educagao.

Entretanto, ¢ necessario reconhecer que nem toda colaboragdo institucional resulta em
processos de qualificacdo ética. Portilho ef al. (2025) alertam para o risco de que determinadas
iniciativas voltadas a implementa¢do da IA priorizem modelos economicistas de padronizagdo e
controle de dados, negligenciando a diversidade cultural e as especificidades dos sistemas de ensino.
A logica da escalabilidade, predominante em solugdes empresariais, frequentemente entra em conflito
com os principios da personalizagdo pedagdgica e da justiga curricular. Dessa forma, o discurso da
inovacdo tecnologica pode mascarar processos de homogeneizacdo que desconsideram o papel
formativo da docéncia.

A responsabilidade ética do professor envolve também a analise critica dos impactos subjetivos
provocados pela atuacao da IA no cotidiano escolar. Conforme destacam Souza et al. (2025), o uso da
tecnologia na categorizagdo automatizada de desempenhos e trajetdrias educacionais interfere
diretamente na constitui¢dao dos sujeitos. Ao atribuir classificacdes com base em padrdes algoritmicos,
o sistema educacional corre o risco de consolidar etiquetas que reduzem os estudantes a perfis pré-
definidos. Por essa razdo, torna-se imprescindivel que os docentes promovam o debate com seus
alunos, discutindo as implicagdes politicas, pedagogicas e existenciais da automatizacdo. Assim, o
compromisso ético ndo se restringe a gestdo das ferramentas, mas se estende a formagao de sujeitos

criticos diante da tecnologia.
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Ainda, ha de se adicionar que a incorporag¢ao da inteligéncia artificial na produgdo textual,

inclusive em contextos académicos, tem sido acompanhada por uma tendéncia preocupante de
marginaliza¢do automatica de qualquer uso dessas ferramentas, como se tal pratica configurasse, por
si s6, uma infragdo ética. Essa associacdo direta entre uso de IA e desonestidade intelectual ignora
distingdes fundamentais entre autoria, mediagao tecnoldgica e apropriagao indevida de ideias. Utilizar
ferramentas como ChatGPT para apoiar a organizagao de argumentos, aprimorar a clareza textual ou
mesmo auxiliar na redagdo ndo anula o carater autoral do texto quando hé intencionalidade, revisao
critica e responsabilidade intelectual do sujeito que escreve (Souza et al., 2025; Li et al., 2025).

E necessario, portanto, separar com rigor conceitual o uso de inteligéncia artificial do plagio.
O plagio constitui uma pratica tipificada e amplamente reconhecida como infragao ética e académica,
caracterizada pela apropriagdo de ideias, dados ou textos de terceiros sem a devida atribui¢do. O uso
de IA, por outro lado, ndo se enquadra automaticamente nessa definicdo, uma vez que a ferramenta
ndo substitui a autoria humana quando o texto ¢ concebido, orientado e validado pelo autor. Confundir
essas duas dimensdes resulta em interpretacdes equivocadas que fragilizam o debate ético e deslocam
o foco do verdadeiro problema, que ¢ a violagao da autoria alheia (Souza et al., 2025).

Nesse sentido, torna-se relevante destacar que, até o presente momento, ndo existe qualquer
software capaz de diagnosticar com precisdo cientifica se um texto foi ou ndo produzido com auxilio
de inteligéncia artificial. As ferramentas disponiveis operam com estimativas probabilisticas, sujeitas
a erros significativos e sem validade juridica ou académica consolidada. Diante disso, praticas
institucionais que se baseiam nesses recursos para penalizar estudantes, desconsiderar trabalhos ou
atribuir nota zero carecem de respaldo técnico e ético, além de colocarem em risco principios
fundamentais como a presuncao de autoria e o direito a avaliacdo justa (Li et al., 2025).

As escolas e universidades, portanto, ndo podem apontar o uso de IA como falta académica em
si, tampouco aplicar san¢des com base em suposi¢des ou diagndsticos automatizados. O que pode e
deve ser diagnosticado ¢ o plagio, por meio de ferramentas consolidadas e critérios transparentes, uma
vez que esse sim representa violagdo €tica comprovavel. A auséncia dessa distingdo contribui para um
ambiente de inseguranga pedagogica, no qual estudantes sdo responsabilizados por praticas que nao
sdo normativamente definidas como ilicitas, ao passo que o debate formativo sobre o uso consciente
da tecnologia ¢ esvaziado (Portilho et al., 2025).

Por fim, a responsabilidade ética na integragao da inteligéncia artificial ao ensino exige que
institui¢des educacionais abandonem posturas punitivas € avancem na constru¢do de orientagdes
claras, formativas e juridicamente sustentaveis. Reconhecer que a IA pode ser utilizada como apoio a
escrita, inclusive académica, sem descaracterizar a autoria, ¢ um passo necessario para enfrentar os
desafios contemporaneos da educacao. O foco ético deve permanecer na integridade intelectual, na

transparéncia do processo de producgdo e no combate ao plagio, € ndo na estigmatizacao de ferramentas
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que, quando usadas com critério, podem ampliar as possibilidades de aprendizagem e expressao

académica (Souza et al., 2025; Portilho et al., 2025).

5 DESIGUALDADE DIGITAL E GOVERNANCA DE DADOS NA EDUCACAO: RISCOS
SISTEMICOS DA INTELIGENCIA ARTIFICIAL

A implementacgdo da IA nos sistemas educacionais tem acentuado desigualdades preexistentes
ao invés de reduzi-las, especialmente em contextos marcados por deficiéncias estruturais. A
distribuicao desigual de infraestrutura digital entre institui¢des publicas e privadas compromete a
democratizagdo do acesso as tecnologias, o que, segundo Portilho er al. (2025), representa um
obstaculo direto a efetividade de politicas voltadas a equidade. Essa assimetria, reforcada pela auséncia
de letramento em IA, impacta negativamente estudantes de contextos menos favorecidos, que se
tornam mais vulneraveis as consequéncias da implementacdo de sistemas automatizados sem
supervisdo pedagogica qualificada Li et al. (2025). A inserc¢ao tecnoldgica, portanto, exige mais do que
acesso técnico: demanda condicdes humanas e institucionais para uso pedagodgico sensivel e
contextualizado.

Além disso, a promessa de personalizacdo da aprendizagem atribuida a A ¢, muitas vezes,
desprovida de aplicabilidade em ambientes escolares com infraestrutura precdria. Como afirmam
Portilho et al. (2025), o uso efetivo dessas tecnologias pressupde ndo apenas acesso, mas também um
projeto pedagogico capaz de orientar sua apropriacdo com responsabilidade ética. Essa perspectiva €
compartilhada por Souza et al. (2025), que alertam para o fato de que, ao serem introduzidas em redes
publicas sem infraestrutura adequada e formagao docente especifica, as tecnologias inteligentes podem
produzir novas formas de exclusdo digital e educacional. Nesse cenario, a desigualdade se reconfigura,
manifestando-se ndo apenas na auséncia de tecnologia, mas na forma como ela ¢ operacionalizada em
realidades contrastantes.

Por outro lado, a presenca de sistemas baseados em algoritmos amplia os riscos relacionados a
governanca de dados educacionais. A auséncia de regulamentacdo clara sobre a coleta, o
armazenamento € o uso de dados cria um ambiente institucional fragil, onde decisdes pedagogicas
passam a ser influenciadas por critérios de natureza comercial Souza ef al. (2025). A opacidade que
caracteriza o funcionamento de muitos desses sistemas dificulta a compreensao, por parte de docentes
e estudantes, dos pardmetros que fundamentam as recomendagdes automatizadas, comprometendo
principios de transparéncia e justica educacional Li ef al. (2025). Assim, os processos decisOrios
mediados por IA carecem de accountability, o que torna essencial a presenca de estruturas
participativas na definicdo das normas de regulagdo algoritmica.

Nesse contexto, a relacdo entre sistemas educacionais e empresas de tecnologia precisa ser

problematizada. Conforme advertem Souza ef al. (2025), diversas ferramentas de IA operam com base
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na coleta massiva de dados, muitas vezes sem consentimento informado, expondo a comunidade

escolar a praticas de vigilancia e mercantilizacdo da informag¢ao educacional. Tal dindmica ¢ agravada
quando se observa que os dados utilizados pelos algoritmos podem refletir preconceitos estruturais, o
que tende a reproduzir desigualdades histéricas ao influenciar decisdes instrucionais Li ef al. (2025).
A filtragem automatizada de perfis e desempenhos, quando ndo submetida ao crivo pedagogico, pode
consolidar classificacdes estigmatizantes, afetando trajetdrias educacionais e experiéncias subjetivas
dos estudantes.

As limitagdes no acesso a internet e a dispositivos adequados, conforme apontado por Portilho
et al. (2025), reforgaram as disparidades educacionais durante os processos de ensino remoto,
cristalizando desigualdades ja estabelecidas em termos socioecondmicos e regionais. Além disso, a
imposi¢ao de plataformas digitais em contextos fragilizados tem produzido incertezas quanto a eficacia
pedagdgica dessas ferramentas, especialmente quando desconsideram a complexidade dos processos
formativos em diferentes etapas da escolarizagdo. A dependéncia de solugdes tecnoldgicas
uniformizadas compromete a capacidade de resposta das instituigdes as especificidades culturais,
cognitivas e afetivas dos estudantes.

Nao se trata apenas de uma questdo de acesso ou infraestrutura, mas de como as tecnologias
sdo implementadas e mediadas pedagogicamente. Ao priorizarem métricas de desempenho em
detrimento do desenvolvimento integral, as ferramentas automatizadas podem provocar
distanciamento emocional e desengajamento dos estudantes, sobretudo em ambientes com escasso
suporte humanizado Li ef al. (2025). Essa logica tecnocratica impacta diretamente o bem-estar dos
alunos, transformando a IA em vetor de alienagdo pedagdgica. Portanto, ¢ fundamental que a mediagao
docente atue como contraponto a logica algoritmica, reintroduzindo o didlogo e o cuidado como
elementos estruturantes da a¢ao educativa.

Por conseguinte, a governan¢a dos dados educacionais deve ser concebida como parte
indissociavel do projeto politico-pedagdgico das escolas. Isso implica submeter o uso da IA a
principios de equidade, justica social e prote¢do da infancia e da juventude, conforme defendem Souza
et al. (2025). Nesse sentido, € necessario romper com modelos centralizados e unilaterais de regulagao,
fomentando estruturas que envolvam educadores, estudantes e comunidades na definicdo das
salvaguardas que orientam o uso dos dados e as intervencdes tecnologicas Li ez al. (2025). A construcao
de uma politica de dados ancorada na participacao coletiva ¢ condi¢ao indispensavel para que a A ndo
perpetue desigualdades, mas se insira como recurso em favor da justi¢a educacional.

O discurso de inovagao tecnoldgica, apesar de amplamente mobilizado para justificar a adogdo
da TA nas escolas, muitas vezes oculta as contradi¢des estruturais que atravessam o sistema

educacional. Como observam os autores,
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[...] o discurso de inovagdo tecnologica muitas vezes oculta as desigualdades estruturais que
impedem o acesso pleno as ferramentas digitais. Sem politicas publicas efetivas, a inteligéncia
artificial tende a beneficiar redes e instituigdes ja privilegiadas, ampliando o fosso entre
diferentes realidades educacionais. (Souza et al., 2025, p. 16).

Diante disso, torna-se imperativo que qualquer iniciativa relacionada a automagao educacional
esteja subordinada a uma andlise critica das condi¢des materiais e simbolicas que estruturam o campo

educacional, sob pena de reforgar injustigas historicamente constituidas.

6 RESULTADOS E DISCUSSOES

A anélise dos dados obtidos a partir dos referenciais selecionados permite identificar que a
integracdo da inteligéncia artificial (IA) a educacdo contemporanea, embora apresente potencialidades
didaticas significativas, esta fortemente condicionada a mediacao critica do professor, a infraestrutura
disponivel e aos marcos ético-institucionais que regulam seu uso. De modo geral, os estudos
examinados apontam que a IA ndo substitui o docente, mas modifica o seu campo de atuacio,
demandando competéncias interpretativas, €ticas e colaborativas diante da crescente automatizacao de
processos pedagdgicos. A personaliza¢do do ensino, frequentemente atribuida a inteligéncia artificial,
revela-se dependente da capacidade do educador em contextualizar os dados e promover intervengoes
que respeitem a diversidade dos percursos escolares.

Essas conclusoes evidenciam que o discurso de eficiéncia técnica associado a IA esconde
tensOes estruturais relacionadas a desigualdade digital, a opacidade algoritmica e a auséncia de
regulamentacdo publica. O uso acritico dessas tecnologias tende a reforgar padrdes de exclusdo social,
sobretudo em instituicdes com menor capacidade técnica e orcamentaria. Ademais, a auséncia de
estratégias formativas voltadas a capacitagdo docente no uso €tico e pedagogico da A acentua o risco
de sua apropriacdo tecnicista e desarticulada dos objetivos formativos. Os dados analisados indicam
que, quando a implementacdo da IA ocorre sem mediacdo humana qualificada, tende a comprometer a
intencionalidade pedagogica e a restringir o espaco de escuta, didlogo e constru¢do compartilhada do
conhecimento.

No que tange a literatura ja estabelecida, os achados dialogam com investigagdes anteriores
que problematizam a automatizagdo como estratégia neutra de modernizagao educacional. Pesquisas
de diferentes contextos destacam que a IA, ao reorganizar os processos de ensino e aprendizagem com
base em dados, impde novas formas de controle, vigilancia e classificacdo de sujeitos. Esses efeitos
tornam-se mais sensiveis quando considerados os diferentes graus de acesso a infraestrutura e os niveis
de maturidade digital entre redes escolares. Ao confirmar esses elementos, o presente estudo reforca a
importancia de compreender a inteligéncia artificial como um objeto pedagdgico que exige regulacio

normativa, apropriacao critica e compromisso €tico.
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Contudo, ¢ necessario reconhecer que os resultados possuem limitagdes derivadas do recorte

teorico adotado. A analise concentrou-se em estudos qualitativos e de natureza ensaistica, o que
restringe o alcance empirico das inferéncias. Além disso, a predominancia de abordagens centradas em
institui¢des publicas e no contexto da educacdo basica limita a generalizacdo das conclusdes para
outros niveis de ensino e realidades internacionais. Em consonancia com apontamentos da literatura,
¢ fundamental que futuras investigagdes ampliem os dados quantitativos sobre os impactos da A nos
processos pedagdgicos, com énfase na avaliagdo de politicas publicas e nas experiéncias concretas de
sala de aula.

Outro aspecto relevante diz respeito a natureza ambigua de certos resultados observados.
Algumas pesquisas apontam que a IA pode atuar como elemento de inovacdo didatica e de
fortalecimento do protagonismo docente, desde que inserida em contextos institucionalmente
estruturados. Todavia, em outras situagdes, os mesmos instrumentos tecnolégicos sao utilizados como
mecanismos de padronizacdo e de externalizacdo da avaliagdo escolar. Tal ambivaléncia, longe de ser
contraditdria, confirma a necessidade de se considerar os condicionantes institucionais e politicos que
definem a funcionalidade da IA nos sistemas educativos. A literatura corrobora essa interpretagdo ao
demonstrar que o efeito das tecnologias ndo ¢ intrinseco, mas relacional, dependendo da forma como
sdo incorporadas ao cotidiano escolar.

Diante desse cenario, € pertinente sugerir que novas pesquisas se debrucem sobre as interagdes
entre A, subjetividade docente e processos de formagado continuada. A literatura atual ainda carece de
estudos que examinem como o0s professores reinterpretam algoritmos, adaptam recomendagdes
automatizadas e ressignificam o uso das tecnologias em contextos colaborativos. Investigagdes que
articulem dimensoes técnicas, pedagogicas e afetivas podem contribuir para compreender os limites e
as possibilidades da IA como ferramenta educativa. Além disso, recomenda-se o aprofundamento de
estudos sobre governanca de dados educacionais, especialmente no que se refere a transparéncia
algoritmica, ao consentimento informado e a protecao de dados sensiveis no ambiente escolar.

Considerando os elementos discutidos, observa-se que a integragdo da IA a educagdo ndo pode
ser tratada como processo meramente técnico ou inevitavel. A anélise dos estudos selecionados aponta
para a centralidade da mediagdo docente, a necessidade de regulamentag@o publica e o fortalecimento
da colaboracdo institucional como pilares para uma incorporacdo ética, equitativa e formativa das
tecnologias inteligentes. Em sintese, os resultados reafirmam a premissa de que qualquer inovagao
tecnologica no campo educacional precisa ser precedida por um debate coletivo sobre seus fins, limites

e implicagdes.
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O presente artigo analisou criticamente a insercdo da inteligéncia artificial na educagdo

7 CONCLUSAO

contemporanea, com énfase nos processos de mediacdo didatica, nas responsabilidades éticas da
docéncia e nos riscos sistémicos relacionados a desigualdade digital e a governanga de dados. A partir
da problematizacao inicial quanto aos limites da automatizagdo no ensino e a centralidade da acao
docente, buscou-se compreender de que maneira a IA tem sido incorporada ao campo educacional e
quais implicagdes pedagdgicas, institucionais e sociais decorrem dessa integragao.

A pesquisa, de natureza teorica e qualitativa, fundamentou-se em uma sele¢do criteriosa de
producdes recentes que abordam o tema sob diferentes perspectivas. Com base nesse corpus, foi
possivel identificar que a inteligéncia artificial, longe de substituir o professor, redefine sua fun¢do ao
exigir competéncias criticas, éticas e interpretativas. Nesse sentido, a mediacdo docente continua sendo
indispensavel para assegurar que as tecnologias sirvam aos fins formativos e ndo apenas a parametros
de eficiéncia técnica.

O primeiro objetivo, voltado a andlise dos limites da IA como mediadora didatica, foi
plenamente atendido. Verificou-se que a personalizacdo da aprendizagem promovida por sistemas
inteligentes depende da atuag@o consciente do professor, que precisa contextualizar os dados e orientar
as intervengdes pedagogicas. O segundo objetivo, que tratava da responsabilidade ética na integragao
da TA ao ensino, também foi contemplado. Os estudos analisados evidenciaram que tal
responsabilidade estd diretamente vinculada as condigdes institucionais de suporte, a existéncia de
politicas publicas reguladoras e a valorizagdo da colaboragdo docente. Quanto ao terceiro objetivo,
relacionado aos riscos da desigualdade digital e a governanca de dados, a pesquisa demonstrou que a
auséncia de infraestrutura, de regulamentagdo transparente e de formacdo especializada pode acirrar
exclusoes ja existentes, além de expor estudantes e educadores a mercantilizacao de suas informacdes.

Embora os resultados tenham sido consistentes com as hipoteses formuladas, o estudo
apresenta limitagdes decorrentes de seu escopo tedrico e da auséncia de dados empiricos sobre a
aplicacdo pratica da [A em diferentes redes de ensino. A lacuna identificada quanto ao impacto direto
da IA sobre a subjetividade docente e sobre as experiéncias escolares concretas aponta para a
necessidade de investigacdes futuras que articulem metodologias quantitativas e qualitativas,
envolvendo diferentes atores do processo educativo.

Diante disso, recomenda-se que pesquisas posteriores explorem, de forma aprofundada, as
estratégias de formagao continuada voltadas a apropriagdo critica da IA por parte dos docentes, os
mecanismos institucionais de governanga algoritmica e os efeitos dessas tecnologias sobre a
organizagdo curricular, a avaliacdo escolar e a justica educacional. Tais investigagdes sdo essenciais
para subsidiar politicas publicas comprometidas com a equidade, a autonomia pedagogica e a protecao

dos sujeitos no contexto digital.
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